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Abstract - This paper proposes a novel VLSI architecture for a multiplierless FIR 
filter chip providing variable-length taps. To change the number of taps, we propose 
two special features called a data-reuse structure and a recurrent-coefficient scheme. 
These features consist of several MUXs and registers and reduce the number of gates 
over 20 % compared with existing chips using an address generation unit and a 
modulo unit. Since multipliers occupy a large VLSI area, a multiplierless filter chip 
meeting real-time requirement can save a large area. We propose a modified bit-serial 
multiplication algorithm to compute two partial products in parallel, and thus, the 
proposed filter is twice faster and has smaller hardware than previous multiplierless 
filters. We developed Verilog HDL models and performed logic synthesis using the 
CADENCETM CAD tool with the HyundaiTM 0.8 ,uin SOG (sea-of-gate) cell library. 
The chip has only 9,507 gates, was fabricated, and is running at 77 MHz. 

INTRODUCTION 

Digital filters can be divided into two categories: finite impulse response (FIR) 
filters; and infinite impulse response (IIR) filters. Although FIR filters, in general, 
require higher orders than IIR filters to obtain similar frequency characteristics, 
FIR filters are widely used because they have linear phase characteristics and 
stability and are easy to implement with multipliers, adders and delay elements 

The number df taps in digital filters varies according to applications. In 
commercial filter chips with the fixed number of taps [3], zero coefficients are 
loaded to registers for unused taps and unnecessary calculations are performed. To 
alleviate this problem, the FIR filter chips providing variable-length taps are 
widely used in many application fields [4-6]. These FIR filter chips use memory, 
an address generation unit, and a modulo unit to access memory in a circular 
manner. 

To provide variable-length taps efficiently, this paper proposes two special 
features called a data-reuse sfrzicture and a recurrent-coeflcienf scheme. Since 
the proposed architecture only requires several MUXs, registers, and a feedback- 
loop, the number of gates can be reduced over 20 % than existing chips [4-61. 

Multipliers occupy a large VLSI area and cause higher cost. Thus, it is 
desirable to eliminate multipliers as long as the real-time requirement is satisfied. 
To implement multiplications without using multipliers, a bit-serial method [7,8] 
and a Quasi-serial method [10,11] have been proposed. The bit-serial method 
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executes an add-and-shift operation which needs an A4-bit register, two 2h4-bit 
registers and a 2M-bit adder for an M x M-bit multiplication. This algorithm takes 
A4 cycles for an M x A4-bit multiplication. The Quasi-serial method offers an 
alternative to add-and-shift techques for two's complement multiplication. The 
hardware size of the Quasi-serial method is bigger than that of the bit-serial 
method [ 101. Th~s algorithm takes 2M - 1 cycles for an A4 x M-bit multiplication. 

To reduce the number of cycles, we propose the modified bit-serial algorithm 
producing two partial products in parallel, which is twice faster than previous 
multiplierless filters [7,9] and has smaller hardware. 

This paper is organized as follows. Section I1 describes the proposed bit-serial 
algorithm for FIR filters and section I11 describes the new VLSI arclutecture. 
Section IV presents the chip implementation of the proposed filter, and its 
performance evaluation. Finally, section V contains concluding remarks. 

THE PROPOSED BIT-SERLAL ALGORITHM 

In general, FIR filtering is described by a simple convolution operation as 
expressed in the equation (1) 

where x [ n ] ,  y[n], and h[n] represent data input, filtering output, and a coefficient, 
respectively and N is the filter order. 

The equation using the bit-serial algorithm for a multiplierless FIR filter can be 
represented as 

where the h,, Nand Mare the j" bit of the coefficient h, the number of taps and the 
number of coefficient bits, respectively. The bit-serial algorithm [7,8] sequentially 
inspects bits of the multiplier from the least significant bit (LSB) to the most 
significant bit (MSB). If the bit is 'l', an A.4-bit multiplicand is added to the most 
significant half of a double length accumulator (2M-bit register). Otherwise, the 
addition is not performed. The content of the accumulator is shifted one bit to the 
right whenever each bit of the multiplier is inspected. When all bits of the 
multiplier are considered, the accumulator contains the final product. 

To reduce the number of multiplication cycles, we modified the bit-serial 
algorithm. Multiplier bits can be separated into even and odd bit position numbers. 
Based on the equation (2), the proposed filter equation can be rewritten as follows 
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Two scparated bits are stored in two hl/Z-bit shft registers. To generate two 
partial products simultaneously, the M-bit multiplicand is logically anded (AND) 
by two shifted multipliers. Accordingly, we can obtain two partial products in 
every cycle. 

Basically, the bit-serial algorithm [7,8] requires Nkl [7,9] cycles. In contrast, 
using the proposed algorithm, the number of cycles can be reduced to NM/Z. 

THE PROPOSED ARCHITECTURE 

The proposed architecture providing variable-length taps mainly consists of the 
data-reuse structure for a data block and the recurrent-coefficient scheme for a 
coefficient block. In this paper, we design the chip having the number of taps up 
to 64 and the word-length of data and coefficients is 8-bit. However, the numbers 
of filter taps and data bits can be easily increased. 

The data-reuse structure for data block 

Fig. 1 shows the proposed data-reuse structure that consists of sixty-four 8-bit 
registers, one 8-bit 8 x 1 MUX, and eight MUX cells (MCI - MCS). Each MOX 
cell consists of two 2 x 1 MUXs. 

Data th for extended taps  Input Data 
I 

Output data to the computation unit 
MUX cell 

Feedback-loop (MCI -MC8) 

8x1 MUX 

Fig. 1 The data-reuse structure for data block 

To get the order filtering output, N-1 previous input values have to be 
reused by using a delay line or a circular buffer. The data-reuse structure feeds N- 
1 previous input values to the computation unit and also feeds them to a circular 
buffer. The circular buffer is composed of N-1 registers, a feedback-loop and 
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MUX cells. The 8 X 1 MUX selects one register among the 56'" regster through 
the 631d register, and transfers the value of the selected register to the 64*' register 
and also to the feedback-loop at the same time. One of MUX cells set by N 
receives the input data through the feedback-loop, and transfers the current input 
data to one of the top registers in Fig. 1 at every cycle. The other MUX cells 
make the delay line by connecting registers. Therefore, the number of filter taps 
determines the number of registers connected in a circular manner. 

For example, assume that the number of taps is 15. The input data are D@ D,, . . , 
Db . . . , and the coefficients are C, C,, . . . , Clk For 15 tap filtering, 15 registers form 
a circular buffer consisting of bold registers shown in Fig. 1. Only 15 input data, 
Dk - Dk+ll, are required to get the k~ filtering output and Dk+, - Dk+ls are required 
for the k+l" filtering output. After calculating the k~ filtering output, D, is 
eliminated and the new input data Dk+lJ is loaded into the circular buffer. The 
extemal control pins can set the connection for the circular buffer. 

Since the data-reuse structure supplies data for the computation unit 
automatically, the proposed archtecture does not require an address generation 
unit and a modulo unit used in existing filter chips [4-61. In addition, k s  feature 
requires smaller hardware having an 8 x 1 MUX, eight MUX cells, and the 
feedback-loop. When the number of taps increases to 128, only eight more MUX 
cells and 64 more registers are required. As the number of taps increases with the 
power of 2, the hardware size increases linearly. Therefore, it can have good 
scalability. 

The recurrent-coefficient scheme for coefficient block 

Fig. 2 shows the coefficient block having the register array that consists of 
sixty-four 8-bit registers. The number of M UX cells in the recurrent-coeflcient 
scheme can be reduced compared with the data-reuse structure. If the number of 
taps (N) is less than 32, we modify N-tap to Nr-tap as repeating r times of N-tap to 
make larger than 33-tap based on the equation (4) 

33 S N r S 6 4  (4). 

Since the number of taps less than 64 can be represented from 33-tap to 64-tap, 
only four MUX cells are required. The external control pins can set the connection 
for the circular buffer. For example, when the coefficients for the 15-tap FIR filter 
are C, C,, ..., C,,, the scheme repeats the coefficients 3 or 4 times to make the 45- 
or 60-tap filter. If we select the 45-tap filter, the first repeated coefficients are 
stored in the shaded registers from 61'' to 47" shown in Fig. 2. The second 
repeated coefficients are stored in regsters from 46'h to 32*ld, and the third repeated 
coefficients are stored in registers from 3 lst to 17? Tlvs feature can make up the 
circular buffer containing three repeated coefficient sequences from 17'h to 61" 
through the feedback-loop. 
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Output coefficient to the computation unit Input coefficient 

8x1 MUX 

MUX cel 
(MCI-MC4 d 30 

MCI 

Fig. 2 The recurrent-coefjcient scheme for coefficient block 

The coefficient block shown in Fig. 2 requires only one 8 x 1 MUX and four 
MUXcells, because of the recurrent-coeficient scheme. We can compose the 128- 
tap filter by adding four more MUX cells and 64 registers. In addtion, data and 
coefficient blocks can operate at high frequencies regardless of the number of taps 
since the critical path is always appeared on the 8 x 1 MUX and the 2 x 1 MUX 
delay. 

The computation unit 

Fig. 3 shows the pipelined computation unit that is composed of two 4-bit 
Parallel-Input-Serial-Output Shift-Right registers (PISO-SRI, PISO-SN), two 
Partial Product Generators (PPGs), a Partial Product Summation (PPS) unit, a 16- 
bit Group CLA adder and regsters. 

The values from the coefficient block are separated into even and odd numbers 
to generate two partial products at one time. Separated coefficients are stored in 
two 4-bit PISO-SRs and are shfted out to PPGs. The input data from the data 
block is stored in the 8-bit latch. Two PPGs generate two partial products every 
cycle via logical AND operatiqns of the data bit and the coefficient bit. PPS adds 
two partial products and the results are converted to the 16-bit stream at the 
conversion-logic. The 16-bit group CLA adds the converted stream to the 
accumulated partial products. A multiplication requires 4 cycles and the N-tap 
filtering output is obtained in 4N cycles. 

416 



Input data array 
I 
4 1 Lstch J 

I 

PPS E 
E b R  Adder 

Conversion-logic 
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I Register I 
IS 4 
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I Ace 1 

I Output register I 
16 

.Odd bits 
coefficients 

Even bits 
coefficients 

Filtering output 

Fig. 3 The computation unit 

The odd operand is shifted I-bit lcft and is applied to the 8-bit adder. This 
feature can eliminate a shift register in PPS, and thus, there is no timing and 
hardware overhead for a shift operation. The accumulator (Acc) transfers the 
accumulated value to the output register after 4N clock cycles to obtain the 
filtering output. 

The proposed architecture can perform twice faster than previous 
multiplierless filters [7,9], and thus, reduce filtering cycles by half. 

THE CHIP IMPLEMENTATION AND PERFORMANCE 
EVALUATION 

We implemented behavior and structure models of the proposed architecture 
using the Verilog HDL (Hardware Description Language) language appropriate 
to the top-down IC system design and simulated the models using the 
CADENCETM CAD tool. First, the behavior models realize every unit component, 
and then these components are mapped using the structure models. We simulated 
the filtering operation supporting variable-length taps. For gate-level logic 
synthesis, we optimized the Verilog HDL models using the CADENCETM CAD 
tool. We used the HyundaiTM 0.8 pm SOG cell library (HSG30042) and 
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performed function and timing simulations. We verified the results between the 
Verilog HDL models and the synthesized models. The total gate count for the 
proposed FIR filter chip is only 9,507 and the clock frequency is 77 MHz. Fig. 4 
shows the layout of the implemented FIR filter chip. 

Fig. 4 The layout of the chip 

The existing chips [4-61 certainly consist of more than 890 gates based on the 
numbers of gates for various components described in [12], but our architecture 
consists of 712 gates. Also, the existing computation unit using the bit-serial 
algorithm [7] is estimated about 800 gates based on [12]. The number of gates for 
the proposed computation unit requires 882 gates and we can improve the 
processing speed by two times without much hardware overhead. 

For a 64-tap FIR filter, this chip can operate at 77 MHz and provide 313 
Ksamples/second. For 2-D convolution filtering, the chip can provide 2.293 
Mpixels/second and can process 35 frames for 256 x 256 pixels in real-time. The 
chip can be extended for larger size filters or for high speed 2-D convolution 
filters. If 256 taps are required for 1-D signal processing, we can use four filter 
units connected in serial shown in Fig. 5 and obtain 313 Ksamples/second. Also, 
three chips connected in parallel shown in.Fig. 6 can obtain 7.078 Mpixels/second, 
can be used as a 2-D convolution filter, and process 27 frames for 512 x 512 
pixels in real-time. To improve processing speed, we can increase the number of 
computation units as shown in Fig. 7. All of different configurations can be 
implemented in a chip since one filter unit has only 9,507 gates and one 
computation unit has 882 gates. 

418 



Filter -. Filter -. Filter -. Filter 

Data 
memory 

Fig. 5 The extended 256-tap filter 

L+ Filter 
unit CO, c,, c, -3 

Data 
memory Filter 
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Fig. 6 A 2-D convolution filter with a 3 x 3 window 

Filtering output 
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Fig.7 The parallel computation units 
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CONCLUSIONS 

This paper proposes the new VLSI architecture for a FIR filter chip providing 
variable-length taps and presents its chip design and implementation. We verified 
that the new architecture features supporting variable-length taps, such as the 
data-reuse structure and the recurrenf-coefjcienf scheme, can reduce the number 
of gates about 20 YO and can give good scalability compared with existing filter 
chips. In addition, the computation unit using the modified bit-serial algorithm 
performs twice faster than previous multiplierless filters without increasing the 
hardware size. We implemented the proposed chip using the CADENCETM CAD 
tool. We used the SOG cell library and the total number of gates is only 9,507. 
The chp  is fabricated, is running at 77 MHz, and is completely verified. 
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